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The Security of Machine Learning
Machine Learning systems can be compromised:
Å Proliferation and sophistication of attacks and threats.
Å Machine learning systems are one of the weakest parts in the 

security chain.
Å Attackers can also use machine learning as a weapon.

Adversarial Machine Learning:
Å Security of machine learning algorithms.
Å Understanding the weaknesses of the algorithms.
Å Proposing more resilient techniques.



Threats

Evasion Attacks:
ÅAttacks at test time.
ÅThe attacker aims to find the blind spots and 

weaknesses of the ML system to evade it.

PoisoningAttacks:
ÅCompromise data collection.
ÅThe attacker subverts the learning process.
ÅDegrades the performance of the system.
ÅCan facilitate future evasion.



Evasion Attacks

P. McDaniel, N. Papernot, Z.B. CelikΦ άMachine Learning in 
Adversarial Settings.έ L999 {ŜŎǳǊƛǘȅ ϧ tǊƛǾŀŎȅΣ мпόоύΣ ǇǇΦ су-72, 
2016.



Poisoning Attacks



Optimal Poisoning Attacks

General formulation of the problem:
Å The attacker aims to optimize some objective function (evaluated on a validation dataset) by introducing 

malicious examples in the training dataset used by the defender.
Å The defender aims to learn the parameters of the model that optimise some objective function 

evaluated on the (poisoned) training dataset.
Å ¢ƘŜ ŀǘǘŀŎƪŜǊΩǎ  ǇǊƻōƭŜƳ Ŏŀƴ ōŜ ƳƻŘŜƭƭŜŘ ŀǎ ŀ bi-level optimization problem:



Optimal Poisoning Attacks for Classification

Å Poisoning points are learned following a gradient ascent strategy:

Å Applying Karush-Kuhn-Tuckerconditions                                          and the implicit function theorem:

ÅLimited to a restricted family of classifiers.
ÅPoor scalability with the number of parameters of the model.

Å BiggioŜǘ ŀƭΦ άPoisoning Attacks against Support Vector MachinesΦέ 
ICML 2012.

Å aŜƛ ŀƴŘ ½ƘǳΦ άUsing Machine Teaching to Identify Optimal Training-
Set Attacks on Machine LearnersΦέ !!!L нлмрΦ

Å ·ƛŀƻ Ŝǘ ŀƭΦ άIs Feature Selection Secure against Training Data 
Poisoning?έ L/a[ нлмрΦ



Optimal Poisoning Attacks for Classification

More efficient solution:
1) 5ƻƴΩǘ ƛƴǾŜǊǘ ƳŀǘǊƛŎŜǎΣ ǳǎŜ conjugate gradientinstead:
ÅMore Stable.
ÅAllows avoiding the computation of the Hessian.

2) Divide and Conquer:
Å Instead of computing
ÅCompute:

3) 5ƻƴΩǘ ŎƻƳǇǳǘŜ ǘƘŜ IŜǎǎƛŀƴΗ



Poisoning with Back-Gradient Optimization
Å J. DomkeΦ άGeneric Methods for Optimization-Based ModellingΦέ !L{¢!¢{ нлмнΦ
Å D. Maclaurin, D.K. DuvenaudΣ wΦtΦ !ŘŀƳǎΦ άGradient-based HyperparameterOptimization through Reversible LearningΦέ L/a[ нлмрΦ



Greedy Attack Strategy

ÅLearn one poisoning point at a time.
ÅPerformance comparable to coordinated 

attack strategies.


