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5. RESULTS: |
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Implementation languages *0%00 005 010 015 020 025 030 035 040 045 Constraint | Runtime | Max ATE | Power
Mean time per frame (sec) (FPS) (Cm) (WattS)
I R a— Default 6.03 4.41 2.77
DERIGOIELS FIIRECUaC RTINS 61 +| X Default configuration,. Best runtime |39.85 4.47 1.47
— Pareto front
sl | Best 1.91 3.30 2.38
Datasets 2 accuracy
214_ o o o : Best power [11.92 4.45 0.65
Performance evaluation 23 Power <1W |29.09  |4.47 0.98
S Power < 2W |39.85 4.47 1.47
2L
FPS > 10 11.92 4.45 0.65
3 GOAL:- 1 FPS>20  [28.87  |4.47 0.91
MULTI-OBJECTIVE CO-DESIGN SPACE EXPLORATION g0 o005 o010 o1 FPS > 30 32.38 4.47 1.01
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Algorithmic:
e Application-specific parameters

* Minimisation methods

6. CONCLUSION

* Early exit condition values  Multi-objective machine learning driven optimisation framework on frame rate/power/accuracy brings us to
find much better configurations than the default configuration.

Q Compilation: o o | | |
§ opencl-params: -cl-mad-enable -cl-fast-relaxed-math, etc. » Application accuracy check very powerful: non bit-wise and scope for aggressive approximate computing.
S LLVM flags: O1, O2, O3, vectorize-slp-aggressive, etc.
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