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Abstract— Robots that will be effective in performing tasks in
cluttered real-world environments will have to solve problems
analogous to those solved by humans in negotiating their
environments. Cognitive science, therefore, can provide a fertile
ground for finding decision mechanisms with the kinds of
robustness required for automated robots. Furthermore, consid-
ering decision mechanisms for robots that are similar to those
that can model human behavior facilitates the development of
shared representations for both the human and the robot. Such
shared representations provide natural interfaces from humans
to robots and back again. In this work, we argue that the
cognitive science paradigm of value-based decision making is
a useful one for linking human decision making and robot
control. We illustrate this argument through two examples,
one in the context of decision making under uncertainty and
the other using a value-based framework to perform real-time
composition of high-level controllers.

I. INTRODUCTION

Humans negotiate and manipulate their environments with
a facility that far surpasses the abilities of even the best
current robots. This facility is likely the fruit of a complex
set of systems that allow humans to process noisy stimuli
about the world, form internal representations of the patterns
contained in these stimuli, and use the representations to
make decisions that are expressed through motor actions.

This perception-action loop is analogous to the one used
to design robots, although the physical (i.e., biological)
hardware used by humans is different in kind to that used by
robots. The biological hardware has significantly less com-
putational power than that of robots, so human capabilities
are likely underpinned by approximations that enable high
performance at low computational cost. Understanding these
approximations is of great use to robotics, and this paper
argues that the framework of value-based decision making is
a fruitful one to pursue this understanding.

II. VALUE-BASED DECISION MAKING IS OPTIMIZATION

Value-based decision making [1] is a paradigm for study-
ing decision-making behavior. In the paradigm, subjects
(who may be animal, human, or algorithmic) are given tasks
where they are shown stimuli and have to react by performing
certain actions, whereupon they receive rewards. The utility
of this paradigm is due to the fact that the subject’s optimal
strategy can be written in terms of an optimization problem,
namely, that of maximizing total rewards or reward rate.
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With such an optimal (often termed “normative”) strategy
defined, cognitive scientists can then empirically study devi-
ations from optimal behavior and explain them in terms of
heuristics and biases [2].

The properties of the value-based decision-making
paradigm that make it useful for studying behavior also make
it useful for robotics. It is natural to formulate robotics and
control tasks as optimization problems; this is the basis of
optimal control. Solving optimal control problems can be
computationally costly, so understanding the heuristics and
biases that permit biological systems to cheaply find ap-
proximate solutions is of great value to robotics. Conversely,
when these biases create predictable patterns of suboptimal
behavior, it is of interest to design computational aids to help
humans improve their performance.

A generic value-based decision-making task has the fol-
lowing structure: a subject is presented with a set of possible
actions A which may be finite or infinite. At each of a
sequence of times t ∈ N, the subject is presented with
a stimulus st which may be visual, auditory, tactile, etc.
The subject then selects an action at ∈ A and receives a
reward rt ∈ R. Both the stimulus and the reward may be
stochastic in the sense that they are corrupted by random
noise. The subject’s goal is to pick actions that maximize
expected rewards:

max
{at|Ft}t∈N

∑
t∈N

E [rt] , (1)

where Ft represents the information available to the subject
at time t. This paradigm is analogous to a Markov Decision
Process (MDP) in obvious ways.

The normatively-optimal strategy to solve (1) can, in
principle, be computed by exploiting the analogy to MDPs
and employing an appropriate MDP solution algorithm, such
as value iteration, Q-learning, etc. This provides a baseline
for comparison with observed human behavior.

In solving control problems, one often employs the sepa-
ration principle and designs a controller based on 1) a state-
feedback control law, and 2) an estimator which produces
estimates of the state that can be fed into the control law. Be-
havioral scientists build models that separate similarly. This
introduces structure in two places: 1) heuristics, analogous
to control laws, and 2) Bayesian statistics, which are used to
build representations and estimators.

The structures of heuristics and priors are representations
of task-relevant information that can be shared between
humans and robots. By understanding the structures of
heuristics that guide human decision making and the priors
that inform these heuristics, we can develop algorithms



that naturally interface between humans and machines. For
example, a robotic system could learn from a human with
high performance by fitting a model to the human’s observed
behavior and then using those model parameters in an
algorithm with similar structure.

III. PROTOTYPICAL TASKS FROM COGNITIVE SCIENCE

Several prototypical tasks from cognitive science are par-
ticularly relevant to our goal of using value-based decision
making in robotics. In this section we introduce three of
them, and in the following two sections we show how we
have begun to connect them to robotics.

A. The explore-exploit problem

The explore-exploit problem captures the central tradeoff
at the heart of decision making under uncertainty: based on
my current information, do I select an action whose rewards
appear uncertain (explore), or do I select an action which
appears highly rewarding (exploit)? If I explore too much, I
will gain precise knowledge of the rewards associated with
each action, but I will forego rewards. On the other hand, if
I exploit too much, I may get stuck in a local maximum and
fail to find highly rewarding actions.

Achieving high performance when making decisions under
uncertainty therefore requires carefully balancing exploration
and exploitation. Such decision-making scenarios occur fre-
quently in daily life, so it is of interest to study how humans
balance exploration and exploitation. The explore-exploit
problem has received significant attention in the cognitive
science community [3], [4], as well as in the statistics and
machine learning communities [5].

B. Perceptual decision making

In its most straightforward form, the problem of perceptual
decision making is the problem of filtering a perceptual
stimulus and classifying it into one of several categories.
In this sense, it is the behavioral analog to the classification
problem in statistical signal processing.

Often, the stimulus comes as a signal to be integrated
over time, and in the simplest case the subject must decide
among two competing hypothetical classes to which the
signal may belong. In this case, the optimal strategy, the
sequential probability ratio test (SPRT), was investigated by
Wald [6], and the analogous task is called a two-alternative
forced choice task [7]. Such tasks have been studied in
human as well as animal subjects using visual and auditory
stimuli. The drift-diffusion model (DDM), a form of SPRT,
has been shown to provide a unifying account for a wide
variety of behavioral experimental results [7]. The DDM can
incorporate a variety of behavioral biases, for example those
arising from prior experience.

Standard signal processing theory can solve the stimulus
classification problem using a variety of hypothesis testing
techniques. These techniques yield classifiers which integrate
the stimulus over time and output the corresponding category.
Signal processing theory facilitates constructing performance

guarantees for these classifiers, such as bounding the prob-
ability of making errors. A robot can then use the output
category to decide on an action to take.

In certain applications, however, the time required to
integrate sufficient evidence to make a confident decision
may be of the same order as the time available to execute
the corresponding action. In such an application, it may
be beneficial to provide a less-filtered signal (such as the
probability ratio at the heart of the SPRT) to the decision-
making algorithm, since this gives real-time information
about the relative likelihood of the different classifications.

C. Affordance competition and action selection

Situations where evidence must continuously be integrated
and used to select among alternatives are at the heart of the
so-called affordance competition hypothesis. An affordance
is an opportunity for action defined by the environment
around an animal or robot. The affordance competition
hypothesis states that, in animals, the processes of action
selection and movement planning operate simultaneously and
in an integrated manner [8].

The cognitive science literature provides a body of ev-
idence for the affordance competition hypothesis [8], [9].
Often this evidence takes the form of brain structures which
interweave responsibility for perception and motion planning
and execution. In the context of robotics, an analogous
sensorimotor system would similarly integrate processing of
perceptual stimuli and motion planning. In Section V below
I present the details of such a sensorimotor system, called
motivation dynamics, which I am actively developing.

IV. MULTI-ARMED BANDITS AND UCL

In a series of recent papers [10], [11], [12], I and several
colleagues connected the generic explore-exploit problem to
a particular problem of interest to the robotics community,
namely, spatial search. We did this by linking the spatial
search problem to the multi-armed bandit problem [5], [13].
The standard multi-armed bandit problem is a sequential
value-based decision-making task of the form (1) where A
is a finite set of N actions and the reward rt at time t is
sampled from a stationary probability distribution associated
with the action at.

The normatively-optimal solution to the multi-armed ban-
dit problem is computationally intractable except for several
special cases. However, there is well-known upper bound
to performance [13] and a large number of authors in the
statistics literature have found heuristic-based algorithms
that effectively match the bound. In [10], we considered
a so-called spatial multi-armed bandit problem, where the
actions A are embedded in an ambient space. In this way,
the spatial multi-armed bandit problem models stochastic
function optimization. The spatial embedding provides an
opportunity for subjects to integrate structural knowledge in
the form of spatial dependencies among arms, for example
arising from a spatial correlation length scale.

In experiments reported in [10], we found that a significant
number of human subjects were able to achieve performance



in spatial multi-armed bandit tasks better than that implied by
the bound of [13]. We attributed this improved performance
to subjects’ understanding of the spatial structure of the
problem and showed how to build a heuristic-based algorithm
called UCL that could model human decision making in
the task. Notably, we showed that UCL could produce
behavior that qualitatively matched the major categories of
human behavior exhibited by our subjects by changing a
small number of parameters. We also showed in [10] that
UCL could achieve optimal performance with appropriate
parameter tunings. Therefore, UCL could act both as a model
of human behavior and a decision-making algorithm for an
automated system. By learning good parameter tunings from
humans with high performance in a given scenario, an auto-
mated system using UCL could achieve higher performance
than it could with parameter tunings designed to perform
well in a generic scenario.

In [11], we considered the problem of learning the UCL
parameters from human behavioral data in detail. We de-
veloped a parameter estimator for the UCL parameters and
proved performance guarantees for the estimator. By employ-
ing the estimator on experimental data previously reported
in [10], we showed that there were statistically-significant
differences between subjects with high performance in differ-
ent task scenarios. This empirical result provides a proof-of-
concept of the idea of using high-performing individuals to
train automated systems by estimating their UCL algorithm
parameters.

In [12], we considered the multi-armed bandit problem
with a satisficing objective, as opposed to the standard
maximizing one. Satisficing is a behavioral concept by which
the decision-making agent seeks performance above a certain
threshold rather than seeking the absolute best-possible per-
formance. It implicitly accounts for the fact that seeking high
performance is costly, and that seeking performance above
a certain level may not be worth the resulting costs. This
tradeoff is intuitive to anyone who has tuned parameters for
an algorithm.

We are currently pursuing a variety of applications of the
multi-armed bandit framework to robotics. In work currently
in revision [14] we are applying satisficing UCL to the
problem of tuning parametric gaits in a quadrupedal robot.
In [15] we considered applying a distributed version of
UCL to a multi-robot foraging task. In future work we
will extend these applications to include training the UCL
algorithms using parameter tunings from high-performing
human supervisors.

V. MOTIVATION DYNAMICS

In ongoing work, I am pursuing a framework for value-
based sensorimotor systems that implements a form of af-
fordance competition and naturally interfaces with low-level
signal processing models of the type used to study perceptual
decision making. I call this framework motivation dynamics.

The motivation dynamics framework, introduced in [16],
can be thought of as a convex relaxation of hybrid dynamical
systems in the following sense. Like a hybrid dynamical

system, a motivation dynamics system with continuous state
x has a finite set of low-level controllers Fa(x), a ∈ A =
{1, . . . , N} called modes. A hybrid dynamical system fol-
lows one mode at at time t, where a is the state variable
of a discrete finite automaton. The continuous dynamics are
then ẋ = Fat

(x), and various guard functions control the
transitions of the automaton. Instead of the mode variable
a ∈ A, the motivation dynamics system maintains a mo-
tivation state m ∈ ∆N = {x ∈ RN+1|xi ≥ 0,

∑
i xi =

1}, where ∆N is the N -simplex. The vertices of ∆N are
analogous to the modes a ∈ A, while other elements of
∆N consist of convex combinations of the vertices. The
dynamics of x under motivation dynamics are given by ẋ =∑N

i=1 miFi(x), which can be thought of a convex relaxation
of the continuous dynamics of the hybrid dynamical system.

In place of the discrete finite automaton that selects modes
in a hybrid system, motivation dynamics framework [16] uses
a bio-inspired dynamical system from [17] which implements
a value-based decision-making model. Specifically, the moti-
vation dynamics framework associates a value state vi > 0 to
each mode i ∈ A (vi may have its own dynamics and depend
on the environment or external stimuli) and the motivation
dynamics ṁ = fm(m, v) is such that the motivation state
m will tend towards a point that puts most weight on the
highest-value mode. By tightly coupling valuation, action
(i.e., mode) selection, and physical dynamics, the motiva-
tion dynamics framework implements a form of affordance
competition as discussed in [8].

A. Natural interface for perceptual decision models

The value state v ∈ RN
+ in the motivation dynamics

provides a natural interface between the motivation dynamics
framework and low-level perceptual decision models like the
DDM discussed in Section III-B above. For example, the
likelihood or log-likelihood of a given category of stimulus
can be used as the value input associated with the mode
that should be triggered when that stimulus is detected.
Such a connection was suggested in [18], which studied the
dynamics ṁ = fm(m, v) in their original biological context.
In recent work [19], we show that using log-likelihoods as
value states permits a robot to smoothly select correct actions
in response to noisy stimuli.

B. Connections to LTL controller synthesis

A more standard approach for building a robot that could
carry out actions in response to noisy stimuli as demonstrated
in [19] would be to construct a statistical classifier which pro-
cesses the raw stimulus and outputs a discrete classification
of the stimulus. Then a logic-based framework such as the
Linear-Temporal Logic (LTL) synthesis approaches of [20],
[21] could be used to synthesize a hybrid system that would
select the appropriate sequence of actions in response to the
classified stimuli.

In contrast to the discretized approach required by the
LTL synthesis framework, the motivation dynamics frame-
work retains a continuous representation of all the relevant
signals, including physical dynamics, action selection mode



(i.e., motivation state m), and mode valuations, such as the
likelihood values for various stimuli considered in [19]. This
facilitates the interfacing between motivation dynamics and
more complex models of human perceptual decision-making
behavior, which could encode insights from human domain
experts into the low-level stimulus processing.

Motivation dynamics is not intended as a substitute for
LTL methods but rather as a complement to them acting at
a lower level, closer to the sensorimotor physical hardware.
Nevertheless, motivation dynamics is already able to encode
some elements of LTL in a continuous dynamical system.
For example, we provided a formal guarantee in [16] that
motivation dynamics can encode a limit cycle that corre-
sponds to a robot repeatedly visiting two desired locations,
a behavior which is referred to in the LTL literature as
persistent surveillance. In [19], we showed how to implement
the motivation dynamics limit cycle on a physical robot and
that the resulting persistent surveillance behavior was robust
to a variety of environmental perturbations.

We are actively pursuing research on the motivation dy-
namics framework in a variety of directions. One direction
seeks to encode more logical elements of the LTL framework
in terms of motivation dynamical systems. Another seeks to
integrate the limit cycle behavior shown in [16] and [19]
with the stimulus response behavior demonstrated in [19].
Ultimately, we seek to develop more complicated action
valuation schemes that can take into account a variety of
stimuli and contextual information from the environment.
One natural way to develop such schemes would be to learn
them from human behavior. The value-based nature of the
motivation dynamics decision mechanism would facilitate
learning from human behavior using decision-making models
such as the UCL algorithm discussed above or a more generic
model such as a utility function, which can encode human
preferences over possible outcomes [22].

VI. CONCLUSIONS

To develop more capable robots, roboticists should more
carefully investigate the connections between human de-
cision making and robot control. These connections can
facilitate developing more effective methods for robots to
learn from humans.

I argued that the behavioral science paradigm of value-
based decision making is a fruitful framework for this
project. I considered three prototypical tasks from cognitive
science: the explore-exploit problem, the perceptual decision
making problem, and the concept of affordance competition
and the action selection problem.

I provided an overview of our work connecting human
decision making and robot control through these three
prototypical tasks, discussing a number of algorithms and
frameworks we have developed in the process.

I hope that our argument for taking the value-based
decision-making viewpoint is convincing and that other re-
searchers are encouraged to pursue work along similar lines.
I have attempted to point out opportunities for future work
and welcome collaboration on this exciting project.
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